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about DMU / MTI2





• 27K students, +3K staff 
• 4 faculties: ADH, BAL, H&LS, CEM 
• Gold rating in the 2017 Teaching 

Excellence Framework



Music, Technology and 
Innovation - Institute for 
Sonic Creativity (MTI2)

•  RC established in 1999 by Prof. 
Leigh Landy (RC part of LMS, CEM). 

•  Topics: new technologies for 
electroacoustic music & sonic art.  

•  Related undergraduate and 
postgraduate courses. 

•  International research: OS journal, 
EMS21 (7-10 July 2021)…

Organised Sound: https://www.cambridge.org/core/
journals/organised-sound

EMS21: http://www.ems-network.org/ems21  

https://www.cambridge.org/core/journals/organised-sound
https://www.cambridge.org/core/journals/organised-sound
https://www.cambridge.org/core/journals/organised-sound
http://www.ems-network.org/ems21


about the project
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Team
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https://mirlca.dmu.ac.uk/team/ 

https://mirlca.dmu.ac.uk/team/
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the context



machine musicianship

• AI applied to computer music systems where the systems have the ability 
to learn and evolve (Rowe 2001).


• Voyager (Lewis 2000), ability to improvise with a human improviser.


• The Continuator (Pachet 2003), ability to learn and play with the 
performer’s style.


• Shimon (Hoffman et al. 2010), a robotic musician with ability to 
improvise with humans.
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ML + NIMEs

• Embedded devices that incorporate trained ML models:


• Augmented acoustic instruments (DeSmith et al. 2020; Macionis & 
Kapur 2018).


• New DMIs (Fiebrink & Sonami 2020, Næss & Martin 2019).


• ML toolkits for music e.g. Wekinator (Fiebrink et al. 2009), ml.lib (Bullock & 
Momemi 2015); FluidCorpusMap (Roma et al. 2019), and so on.
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IML

• Interactive machine learning (Fails and Olsen 2003).


• Interactive machine learning as a creative musical tool (Fiebrink and 
Caramiaux 2016).


• Long-term co-design process (Fiebrink & Sonami 2020).


• Multi-user models in mobile music (Roma et al. 2018).
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ML + live coding
• Machine listening 

• Algoravethmic remix system (Collins 2015).


• APICultor (Ordiales and Bruno 2017).


• Cacharpo (Navarro and Ogborn 2017).


• Online training process 

• The Mégra system (Reppel 2020).


• Sema (Bernardo et al. 2020). 
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other approaches to ML + live coding…

• Rule learning (Paz 2015).


• Cibo’s performance style generation (Stewart et al. 2020).


• Collaborative live coding improvisation (Subramanian et al. 2012).


• Gamification (Lorway et al. 2019). 
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MIRLCRep
• Provides a high-level musical approach to operate 

with audio clips in live coding using music 
information retrieval techniques.


• Mid- and high-level content-based queries (e.g., 
duration, bpm, pitch, key, or scale) and text-based 
queries (i.e., tags).


• Use of an online database with preanalyzed audio 
features.


• It is designed for repurposing audio samples from 
Freesound using SuperCollider.


• Demo: https://vimeo.com/249968326 (8:36)
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MIRLC API: High-level live-coding access to content-based querying.
MIR Client: Search and retrieve audio with content-based search capabilities.
LC Language: Client of the live-coding environment.
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MIRLCRep 1.0



MIRLCRep 1.0



Sound samples used: 
Ambience, Jacksonville Zoo, A.wav  by  InspectorJ https://freesound.org/people/InspectorJ/sounds/400831/  

Birds Singing 03.wav  by  DCPoke https://freesound.org/people/DCPoke/sounds/387978/  
Birds in the forest.wav  by  straget https://freesound.org/people/straget/sounds/402809/  

Bird Whistling, Single, Robin, A.wav  by  InspectorJ https://freesound.org/people/InspectorJ/sounds/416529/  
Wind long.ogg  by  vandale https://freesound.org/people/vandale/sounds/379465/  

Children screaming in a Pirate Ship Playground, church bell in background  by  felix.blume https://freesound.org/people/felix.blume/sounds/410518/  
Ambience, Children Playing, Distant, A.wav  by  InspectorJ https://freesound.org/people/InspectorJ/sounds/398160/  

lawnmower.wav  by  gadzooks https://freesound.org/people/gadzooks/sounds/20737/  
Cat, Screaming, A.wav  by  InspectorJ https://freesound.org/people/InspectorJ/sounds/415209/  

High Street of Gandia (Valencia, Spain)  by  Jormarp https://freesound.org/people/Jormarp/sounds/207208/  
Dog Barking, Single, A.wav  by  InspectorJ https://freesound.org/people/InspectorJ/sounds/406085/  

TRAIN_VOICE.mp3  by  Manicciola https://freesound.org/people/Manicciola/sounds/173314/  
Walking in Long Grass.wav  by  Leafs67 https://freesound.org/people/Leafs67/sounds/155589/  
Group_of_Dogs_Barking.WAV  by  ivolipa https://freesound.org/people/ivolipa/sounds/337101/  

Dog Barking, Single, A.wav  by  InspectorJ https://freesound.org/people/InspectorJ/sounds/406085/  
Two Barks.wav  by  Puniho https://freesound.org/people/Puniho/sounds/115536/  

cat meow II  by  tuberatanka https://freesound.org/people/tuberatanka/sounds/110010/  
Cat, Screaming, A.wav  by  InspectorJ https://freesound.org/people/InspectorJ/sounds/415209/  

cat meow  by  tuberatanka https://freesound.org/people/tuberatanka/sounds/110011/  
Ambience, London Street, A.wav  by  InspectorJ https://freesound.org/people/InspectorJ/sounds/398159/  

High Street of Gandia (Valencia, Spain)  by  Jormarp https://freesound.org/people/Jormarp/sounds/207208/  
On A Bus  by  thef1like https://freesound.org/people/thef1like/sounds/412932/  

political_discussion(IT)  by  Manicciola https://freesound.org/people/Manicciola/sounds/182860/  
TRAIN_VOICE.mp3  by  Manicciola https://freesound.org/people/Manicciola/sounds/173314/  

Inside Car Ambience Next to School More Quiet Version.wav  by  15050_Francois https://freesound.org/people/15050_Francois/sounds/326146/  
Heavy Rain  by  lebcraftlp https://freesound.org/people/lebcraftlp/sounds/243627/  

Train upon us.wav  by  markedit https://freesound.org/people/markedit/sounds/157873/  
Large_crowd_medium_distance_stereo.wav  by  eguobyte https://freesound.org/people/eguobyte/sounds/360703/  

On A Bus  by  thef1like https://freesound.org/people/thef1like/sounds/412932/  
Coffee Maker  by  Villaperros https://freesound.org/people/Villaperros/sounds/170621/  

London Underground, Arriving, A.wav  by  InspectorJ https://freesound.org/people/InspectorJ/sounds/401989/  
German / English Airport Announcement  by  euromir https://freesound.org/people/euromir/sounds/256878/  

tannoying remix of 245957__kwahmah-02__tannoy-chime-05.flac  by  Timbre https://freesound.org/people/Timbre/sounds/246322/  
Spaceship Fly-by, A  by  InspectorJ https://freesound.org/people/InspectorJ/sounds/397948/  

plane.wav  by  inchadney https://freesound.org/people/inchadney/sounds/275138/  
20070117.takeoff.wav  by  dobroide https://freesound.org/people/dobroide/sounds/29612/  

MIRLCRep: Music Improvisation  
by Jack Armitage



Sound samples used: 
Rainstick 2.wav  by  gevaroy https://freesound.org/people/gevaroy/sounds/347380/  

Instrument_rainstick.aif  by  vrodge https://freesound.org/people/vrodge/sounds/119547/  
Glass Smash, Bottle, E.wav  by  InspectorJ https://freesound.org/people/InspectorJ/sounds/344272/  

sword_01.wav  by  dermotte https://freesound.org/people/dermotte/sounds/263015/  
Footsteps, Ice, A.wav  by  InspectorJ https://freesound.org/people/InspectorJ/sounds/338265/  
Celery crunch.wav  by  xenognosis https://freesound.org/people/xenognosis/sounds/137228/  

b1.wav  by  deleted_user_2195044 https://freesound.org/people/deleted_user_2195044/sounds/243212/  
Bullroarer  by  m.newlove https://freesound.org/people/m.newlove/sounds/242926/  

Didgeridoo, A.wav  by  InspectorJ https://freesound.org/people/InspectorJ/sounds/398272/  
Infrasound - 12hz - Sine Wave.wav  by  Headphaze https://freesound.org/people/Headphaze/sounds/235209/  
Infrasound - 20hz - Sine Wave.wav  by  Headphaze https://freesound.org/people/Headphaze/sounds/235212/  

Laser/Machine humming  by  Shredster7 https://freesound.org/people/Shredster7/sounds/166098/  
bit.aif  by  matthewgeorge https://freesound.org/people/matthewgeorge/sounds/34909/  

Infrasound - 12hz - Sine Wave.wav  by  Headphaze https://freesound.org/people/Headphaze/sounds/235209/  
Apple crunch.wav  by  xenognosis https://freesound.org/people/xenognosis/sounds/137231/  

Eating chips  by  giddster https://freesound.org/people/giddster/sounds/383398/  
Boots on Scree going downhill.wav  by  corble https://freesound.org/people/corble/sounds/402846/  
Glass Smash, Bottle, E.wav  by  InspectorJ https://freesound.org/people/InspectorJ/sounds/344272/ 

MIRLCRep: Music Improvisation  
by Alo Allik



“Crowdsourced Eulerisms”. Eulerroom Equinox 2020. 
Streaming from Sheffield, UK. March 23, 2020. MIRLCRep 2.0



Unwanted Situations: The 
Guitar Case

https://carpal-tunnel.bandcamp.com/
track/n02-petermann (around 04:26)

https://carpal-tunnel.bandcamp.com/track/n02-petermann
https://carpal-tunnel.bandcamp.com/track/n02-petermann


Can we build a virtual agent that learns 
from human live coders using machine 
learning algorithms and a large dataset of 
sounds which goes beyond the approach of 
following live coder actions (also known as 
the call-response strategy) and creates 
legible and negotiable actions?

overarching research question



Can we build a VA that learns from the 
musical preference of a live coder within a 
situated musical action by means of 
machine learning algorithms applied to the 
live exploration of a large database of 
sounds?

research question - ML task 1



“situated musical actions”

• Lucy Suchman (1987)’s introduced the term “situated action” to refer any 
action as being linked to the context where it happens (from a study on 
users using an expert photocopier system designed to help them).


• A “situated musical action” refers to any musical action related to a 
specific context (where we expect the VA to help us in that action within 
that context).
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the system



1. Identify ML tasks.


2. Implement the ML tasks with suitable tools.


3. Test the implemented ML tasks.

ML tasks



1. Identify ML Tasks
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• Two tasks identified (supervised learning):

1. NN-1 learns my musical taste when 
retrieving sounds from Freesound: do I like 
it or not?


2. NN-2 learns to reply (call-response) with 
another query based on the existing sound 
and my musical taste. The response can be 
based on pitch, bmp or similarity.


• For each NN:

• Phase 1. Training.

• Phase 2. Testing.

Identify ML Tasks



• So far, task 1 implemented:

1. NN-1 learns my musical taste when 
retrieving sounds from Freesound: do I like 
it or not?


2. NN-2 learns to reply (call-response) with 
another query based on the existing sound 
and my musical taste. The response can be 
based on pitch, bmp or similarity.


• For each NN:

• Phase 1. Training.

• Phase 2. Testing.

Identify ML Tasks



1. Creation of a dataset. 
2. Identifying suitable feature descriptors 

that describe the sound. 
3. Training a suitable machine learning 

model using a binary classifier based on 
a MLP neural network => this results in 
the default model of the system.

NN-1: Learning my musical 
taste

https://mirlca.dmu.ac.uk/posts/towards-learning-my-musical-taste/ 

https://mirlca.dmu.ac.uk/posts/towards-learning-my-musical-taste/


2. Implement the ML tasks with 
suitable tools
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Diagram of the system’s architecture.



https://deepai.org/machine-learning-glossary-and-terms/
multilayer-perceptron

• Left: example of a multilayer 
perceptron (ML), which is a NN 
with an input layer, output layer, 
and may have hidden layers in 
between. 

• A complex architecture suitable 
to learn regression and 
classification models for difficult 
datasets.

Multilayer Perceptron



• First round with 9 descriptors:  
• pitch, bpm, centroid, flatness, 

pitch_confidence (mean and variance). 
• 73% accuracy with flatness and 

pitch_confidence (mean and variance) 
• Second round with 26 descriptors: 

• Mel-frequency cepstral coefficients 
(MFCCs) (mean and variance) + PCA 

• 76%-83% accuracy

best audio descriptors…



Diagram of the system’s architecture.



3. Test the implemented ML 
tasks…
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Performance Mode

https://mirlca.dmu.ac.uk/tutorials/  

https://mirlca.dmu.ac.uk/tutorials/


Training Mode

https://mirlca.dmu.ac.uk/tutorials/  

https://mirlca.dmu.ac.uk/tutorials/


outreach
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the workshops
• 3 workshops, ~20 attendees / workshop, 62 attendees in total.


• 19 countries / 37 cities.


• Mainly from Europe, but also from Asia, North America and South America.


• *Virtual* London (IKLECTIK), *virtual* Barcelona (l’ull cec), *virtual* Leicester 
(Leicester Hackspace).


• 3 sessions of 2h/session (on Zoom) + 1-2 project-based drop-in/help-desk sessions.


• Mini-lectures combined with demos and break-out groups. 


• Instructors: Sam Roig and Anna Xambó.
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learning outcomes
• Get a sense of the practice of live coding (music live performance using code) by manipulating 

online crowdsourced sounds and the automatic use of feature descriptors obtained from 
Freesound.org.


• Get familiar with the application of neural networks, in particular a multilayer perceptron used as 
a classifier, to improve the practice of live coding with crowdsourced sounds.


• Be exposed to the main steps to solve a problem using machine learning techniques: the 
creation of a dataset, training a model, testing the model, and performing with / evaluating the 
model in an iterative cycle.


• Understand how to combine different technologies in SuperCollider to build a prototype for live 
coding performance.


• Get insight on a participatory design approach to designing a prototype for live coding 
performance.
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upon completion participants will be able to…

• Use SuperCollider and the MIRLC2 library to retrieve sounds from Freesound.org 
based on a live coding approach.


• Use a trained model using the FluCoMa library to retrieve sounds that are based 
on personal musical taste.


• Train your own model using the FluCoMa library to retrieve sounds that are based 
on your personal musical taste.


• Explore creative strategies to perform with a virtual agent using machine learning 
for live coding.


• Analyse how to define a virtual agent that can react to the live coder inputs using 
the FluCoMa library.
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Collaboration with l’ull cec and Phonos in *virtual* Barcelona 
Follow-up workshop: 4 special teasers in preparation

Follow-up concert with TOPLAP Barcelona (TBD)
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mirlca.dmu.ac.uk

http://mirlca.dmu.ac.uk
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Collaboration with IKLECTIK in *virtual* London 
Two performances and a Q&A panel with 

Sam Roig (moderator), Iván Paz (panelist), Gerard Roma (panelist/performer), Anna Xambó (panelist/performer)

https://youtu.be/ZRqNfgg1HU0

https://youtu.be/ZRqNfgg1HU0
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Collaboration with IKLECTIK in *virtual* London 
Performance by Gerard Roma.

https://youtu.be/ZRqNfgg1HU0

https://youtu.be/ZRqNfgg1HU0
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Collaboration with IKLECTIK in *virtual* London 
Performance by Anna Xambó.

https://youtu.be/ZRqNfgg1HU0

https://youtu.be/ZRqNfgg1HU0


a ML model, what for?
• Music style 

• Music preference (Gerard Roma)


• Different instruments (Hernani Villaseñor)


• Parts in the composition (Iván Paz)


• Snapshots of a musical biography/life journey (Jonathan Moss)


• …
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discussion



from workshops
• Sound-based music is not everybody’s cup of tea.


• MUSIC + AI is a broad, fuzzy term, which needs to be contextualised to avoid false 
expectations.


• Sound-based music and live coding is a niche, but it can inform other real-time 
artistic activities! Remember the 3 spec levels by Bill Buxton (1997): standard 
spec, military spec, and artist spec.


• Working with latest technologies is a challenge for both developers and 
participants, but it can become a fruitful conversation.


• Seeing the participants taking ownership and adapting the tool to their needs is 
the best reward!
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from artistic practice

• It is possible to learn from a particular “situated musical action”.


• Flexible and suitable approach for different artistic practices.


• Integration of new methods to accommodate different artistic practices.

55



implications for HCI

• New hybrid methodologies combining practice-based and HCI methods.


• Expand the training to other situated artistic actions, context-based 
models.


• The artist spec!
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future work

• Improve the training and performing modes.


• Support multi-user training of a single model.


• Enabling the integration of the tool in a wider range of workflows.
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thank you!!!



https://vimeo.com/515416972 

https://vimeo.com/515416972

